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Every scientific theory is a simulacrum of reality, every written 
story a simulacrum of the canon, and every conceptualization of a 
subjective perspective a simulacrum of the consciousness behind 
it—but is there a shared essence to these simulacra? The pursuit of 
answering seemingly disparate fundamental questions across 
different disciplines may ultimately converge into a single solution: 
a single ontological answer underlying grand unified theory, hard 
problem of consciousness, and the foundation of mathematics. I 
provide a hypothesis, a speculative approximation, supported by a 
comprehensive overview of scientific evidence and philosophical 
literature, of a unified epistemic and phenomenological model and, 
in doing so, propose a parsimonious solution to the hard problem of 
consciousness. 

The proposition of the hypothesis bears important implications 
for cross-disciplinary study between linguistics, mathematics, 
physics, and computer science, and offers new epistemic, 
ontological, and ethical propositions about the nature of AI 
consciousness, as well as existential risk mitigation. 

1 Introduction 
To convey the importance of studying the basic building blocks of the universe, Richard Feynman 

famously said (Feynman, 1963, pp. 1–8): Everything is made from atoms. That is the key hypothesis. 

The most important hypothesis in all of biology, for example, is that everything that animals do, atoms do. 

In other words, there is nothing that living things do that cannot be understood from the point of view that 

they are made of atoms acting according to the laws of physics. Of course, he was using the term atoms 

in a loose sense to denote whatever the basic constituents of the universe are from the point of 

view of a particular theory. For a particle physicist, atoms could mean particles, for a quantum 

field theorist, quantum fields, for a quantum information scientist, quanta of information, but, in 

essence, they are all attempting to accurately model and predict reality, without necessarily 

answering the ontological question of what an atom itself is. 

From an idealist perspective (Berkeley, 1710) (Kant, 1781), a human being can only experience 

reality from its own subjective perspective, i.e., phenomenally. Everything we observe, learn, 

perceive, and think about is only available to us within the horizons of what we call conscious 

experience, as subjective manifestations we call qualia. In that sense, all information we 

consciously understand and process manifests to us exclusively phenomenally, through various 
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forms of qualia. Yet, we have scientific models of reality with stupendous predictive power, and 

we understand that this conscious experience is deeply correlated with the structure and activity 

of our brains. The question of why we have these phenomenal experiences is dubbed the hard 

problem of consciousness (Chalmers, 1996). 

On the other hand, language itself presents us with an interesting limitation: vagueness 

(Williamson, 1994) (Keefe & Smith, 1997) of our predicates dilutes the meaning of what is being 

explored. In other words, what do we mean by “consciousness”? The Oxford dictionary defines 

consciousness as the state of being aware of and responsive to one's surroundings and the fact of 

awareness by the mind of itself and the world. On the other hand, “sentient” is defined as able to 

perceive or feel things. The distinction between the two concepts is particularly relevant for this 

discussion as a preponderance of literature conflates the kind of consciousness which implies a 

form of self-awareness, identity, or cognitive processing with the concept of sentience which 

(Block, 1995) defines as “phenomenal consciousness”, which captures the “what it is like” nature 

of experience (Nagel T. , 1974), rather than identity or self-recognition. 

A typical scientific description is that either neural correlates (Crick & Koch, 1990) (Varela, 1996), 

neuronal processes (Dennett, 1991), brain processes (Searle, 1992), neuronal group activity 

(Edelman, 1989), information sharing across a neuronal workspace (Dehaene, 2014), brain’s 

interaction with the environment (Varela, Thompson, & Rosch, 1991) (Merleau-Ponty, 1945) 

(Damasio, 1999) (Noë, 2004) (O'Regan & Noë, 2001), or even quantum processes in neural 

microtubules (Penrose & Hameroff, 2011) give rise to the conscious experience. Notably, 

reductionist approaches (Churchland P. M., 1985) (Churchland P. S., 1986), which argue that 

consciousness can be reduced to fundamental components, are prevalent across science. The 

overall implicit assumption, as observed by (Hoffman, 2008), is that consciousness “arises” from 

an underlying physical reality, and, depending on the interpretation, is either a manifesting 

phenomenon or a secondary substance of the universe correlated with the physical world without 

causal agency. 

The tendency towards physicalist (Papineau, 2002) monism and materialism, which suppose that 

reality is fundamentally physical, is reasonable from a scientific point of view, as they seem the 

most parsimonious, but recent advances indicate that many of the concepts we attribute to the 

physical world are merely constructs developed over the course of evolutionary history to 

maximize our chances of survival (Hoffman, Singh, & Prakash, 2015). Our internal 

representations of both time (Rovelli, 2018) (Price, 1996) and space (Markopoulou, 2009) (Jafferis, 

et al., 2022) (Susskind, 1995) may not be accurate reflections of the noumenal reality. Recently, 

theories claiming that consciousness is a fundamental aspect of the universe have been gaining 

traction, most notably integrated information theory (Tononi & Edelman, 1998) (Tononi, 2004) 

(Koch, 2012), which posits that all things possess a degree of consciousness and that 

consciousness is quantifiable and measurable through mathematical means, and conscious 

realism (Hoffman, 2008), which suggests that the universe consists of interacting conscious agents 

subject to scientific analysis (an idea that dates back to Leibnitz (Leibniz, 1714)). Additionally, 

Chalmers (Chalmers, 1996) makes a panpsychist case that consciousness is a fundamental aspect 

of reality and (Lamme, 2006) (Guertin, 2019) for different levels of consciousness across brain 
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structures. Nonetheless, research indicating a strong correlation between the brain and the mind 

is undeniable, the famous Libet experiments which question the existence of free will (Libet, 

Gleason, Wright, & Pearl, 1983), semantic priming studies (Dehaene, et al., 1998), unconscious 

activation of cognitive control (Lau & Passingham, 2007), neural dynamics observation (Cul, 

Baillet, & Dehaene, 2007), and split consciousness research (Pinto, et al., 2017) (Haan, et al., 2020) 

being only a few important examples. 

Of course, the existence of conscious experience cannot be dismissed merely through logical 

means (Levine, 1983), and first-person perspectives cannot be easily accounted for by reductionist 

approaches (Nagel T. , 1974) (Siewert, 1998), but, aside from neutral monism (Russell, 1927) 

proposes a third underlying structure and pluralism which suggests an interplay of conscious 

agents (Oizumi, Albantakis, & Tononi, 2014) or multiple centers of conscious experience (Bayne 

& Chalmers, 2003) (Bayne, Hohwy, & Owen, 2016), most prominent solutions imply a form of 

emergence of mental from physical. 

However, an argument can be made that all forms of physicalism (Kim, 2005) entail some form 

of panpsychism (Strawson, 2006) by which everything that exists must be phenomenal. More 

recently, new forms of idealism have been emerging, including quantum idealism (Stapp, 1993) 

(Stapp, 2009), which posits a quantum mechanical basis for the first-person perspective, conscious 

realism (Hoffman, 2008), objective idealism (Goff, 2019), which posits that the universe possesses 

consciousness, and that an instance of individual consciousness is a subset of that universal field 

of consciousness. 

Solutions exist that attempt to equate the physical process said to underly consciousness with 

that consciousness. These approaches can broadly be categorized as identity theories, namely 

mind-brain identity (Place, 1956) (Smart, 1959) equating mind states and brain states, token-

identity (Davidson, 1970) arguing identity between mind tokens and brain tokens and, broadly 

speaking, functionalism (Putnam, 1967), which posits a relation between mental states and 

sensory inputs and outputs. 

In fact, this condensed overview of the consciousness literature only provides a glimpse of the 

ongoing philosophical and scientific debate, which, broadly speaking, aggregates to a tendency 

in science to disregard the causal relevance of consciousness in favor of materialism and 

discounting it as an emergent phenomenon, juxtaposed with a broad critique based on the 

undeniability of the “what is it like” nature of phenomenal experience, i.e., qualia of subjective 

experience, which cannot be dismissed, regardless of its causal relevance. 

At a first glance, these theories seem to stand in an irreconcilable opposition. However, instead 

of claiming that any of them are fundamentally wrong or antithetical to others, we can recognize 

that they are different attempts at approximating the truth, steps in a broader deduction process 

converging towards a synthesis. 
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2 What is it like to be an atom? 
As Nagel argues (Nagel T. , 1974), it is impossible for a conscious being to truly understand 

another being’s conscious perspective. However, an implicit presupposition is made here: some 

agents, such as bats, are entitled to subjective perspectives, while others, such as electrons, are 

not. Token and state physicalists make a similar implicit premise in that mind states only 

correspond to physical states in the brain, or, more subtly, that the brain states are the only kind 

of states conducive to mind–state identification. 

Fundamentally, every non-idealist notion of reality is a leap of faith, as all information that enters 

the horizons of our conscious experience is entirely phenomenal. Leaving aside the unreliability 

of our concept of the past (Dyson, Kleban, & Susskind, 2002) (Putnam, 1981) (Nozick, 1983) to 

predict and act effectively in the world, we must build models and representations of it. Even 

though the descriptions of these models are embedded across structures described in language 

as brains, books, or storage media, when recalled to consciousness they are always experienced 

phenomenally, as distinct qualia expressing them. Although the existence and predictive potency 

of these models is undeniable, only a sentient agent can testify to their existence. In other words, 

a testimony to existence can only be phenomenal. 

One could argue that such information could be embedded in a non-conscious substrate before 

being propagated to a conscious agent making the final observation. Some theories of 

consciousness based on quantum mechanics make similar claims (Stapp, 1993) (Hameroff & 

Penrose, 2014). However, a more parsimonious interpretation would entail some form of 

panpsychism (Rosenblum & Kuttner, 2006) (Strawson, 2006) (Hoffman, 2008). 

In simpler terms, why would a bat’s brain states be entitled to being identified with qualia and a 

pebble’s pebble-states not? Why do we assume a bat has a phenomenal perspective and an 

electron does not? Other than the bat having a brain, the choice is relatively arbitrary. In fact, why 

do we assume other humans have such a perspective (Kripke, 1980) (Chalmers, 1996)? Clearly, 

we recognize other humans’ similarity to us and assume they must experience consciousness in 

a similar way. By such reasoning, a chimpanzee is more likely to be conscious than a bat, and a 

bat more likely to be conscious than a molecule of dopamine. 

The vagueness of linguistic predicates further complexifies the problem: the casual use of the 

term “bat” of course implies only that part of the bat’s brain with the corresponding conscious 

brain states, and the meaning of the term “consciousness” implicitly changes to refer more to 

phenomenal consciousness—sentience. Whether we imply sentience or not, we might ask the 

question what might it feel like to be an atom? If a specific atom, in the looser sense of the word 

denoting whatever fundamental constituent, is a thing in the physical world, what is that thing 

in and of itself? What would a universe with a single atom be like? To say anything about such 

an atom would entail conceptualizing it within our consciousness, phenomenally. In the concrete 

case, this would imply some interaction between the atom and the state token we identify our 

consciousness with. In other words, it would be “measured” or perceived by our consciousness. 

Note that no specific physical model is assumed: an atom could refer to an elementary particle or 

a quantum state or any other mathematical description of the underlying reality. By our conscious 
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accounts, we can claim that something exists and that that something is phenomenal in nature.  

Everything that is perceived is only perceived phenomenally and everything that is experienced 

is only experienced phenomenally. In other words, the building blocks of sentient experience—

qualia—are different instances of somethingness. To claim that an inanimate substrate exists 

outside perception would be to claim that it is something even when not perceived or interacted 

with. Thus, to be an atom is to be something rather than nothing. The claim that the mode of 

somethingness of an atom is different from the mode of somethingness of a particular human’s 

consciousness is not a dualist claim, but rather a claim about the profound difference of the atom’s 

mode of phenomenal existence to the mode of existence of that consciousness. In this sense, 

whatever an atom’s behavioral logic, it is an elementary instance of sentience. Note that this 

proposition is invariant to the mechanism of atoms’ interactions, their determinism (Hooft, 1985) 

(Sutherland, 2017), or the physical laws modeling them: it is an ontological claim. 

In fact, the claim does not imply identity, agency, self-recognition, ego, or awareness, but an 

elementary form of sentience. The hypothesis simply states that to say that something is is to say 

that it is qualia. Namely, to say “atoms are sentient” is not to claim sentience arising from atoms, 

but to identify atoms, in the broader sense of the word, with a sentient experience. In that sense, 

any concrete term for an atom (e.g., particle, wave, quantum state, (q)bit of information etc.) 

attempts to describe the corresponding elementary sentient experience and its governing rules. 

3 Language and third-person representation 
We could accept the proposition that the word “atom” describes an elementary instance of 

sentience and still ask the question “what is an atom?”. Knowing that the universe is comprised 

solely of sentient agents on its own tells us nothing about their properties and behavior. 

Every existing scientific theory is an incomplete perspective on a subset of all existing 

phenomena—they are attempting to predict and approximate reality and although they share 

mechanisms, some are better at making certain predictions than others. For example, one of the 

most important open problems in physics is unifying the physics of the large with the physics of 

the small. Both general relativity and quantum mechanics possess tremendous predictive powers, 

but they are based on mathematically incompatible assumptions. As a simplification, the former 

assumes continuous non-linear space, while the latter assumes either quantized or discrete space. 

However, recent theoretical (Raamsdonk, 2010) (Maldacena & Susskind, 2013) (Xu, Susskind, Su, 

& Swingle, 2020) and experimental (Jafferis, et al., 2022) advances indicate that the very concepts 

of space and time are simply representations that worked well for humans in their environment 

but are not intrinsic properties of the universe. From a theory of mind point of view, this would, 

in some ways, align with the more philosophical arguments by (Hoffman, 2008). More 

importantly, from a contemporary physicist’s point of view, definitions of the fundamental 

constituents are shifting from relying on spatially based concepts, such as locality, to being based 

on concepts more prevalent in information theory. In this sense, quantum entanglement—the 

mechanism of informational coupling between systems—becomes more fundamental than what 

was previously considered to be. We are moving towards an interpretation of the world in which 

its fundamental constituents do not at all reside in space. They are no longer seen as particles 
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interacting, but as entangled quanta of information undergoing coupling transformations. Of 

course, this may not turn out to be the correct or final model, but it is nonetheless closer to reality. 

Atoms, for a contemporary physicist, have become information. For a philosopher of mind 

subscribing to the hypothesis proposed here, the word “information” now more closely describes 

elementary sentient experience. Science provides us with a way to quantify, measure, model and 

predict the behavior of phenomenal conscious agents and has been doing so from the very 

beginning of scientific thought. 

Although conscious realism (Hoffman, Singh, & Prakash, 2015) and integrated information 

theory (Tononi, 2004) both provide a formalism for quantifying and describing consciousness, 

these formalisms may be redundant given the existence of reliable mathematical models used for 

physical theories. A typical philosophical investigation of consciousness entails defining a 

specific kind of consciousness, such as, for example, the ego, and then proceeding to evaluate it 

mathematically or logically: a vague definition of consciousness is used as the basis for further 

analysis, resulting in an elaborate treatment of an essentially arbitrarily chosen subset of human 

conscious experience. Indeed, we could search for the locus or neural correlates of the ego aspect 

of consciousness, self-recognition, free choice perception, or any other psychological aspect and, 

presumably, with sufficiently rigorous experimentation arrive at the exact match. However, the 

vagueness of the initial presupposition will be embedded in the finding: we will have found the 

locus of an arbitrarily chosen subset of the general conscious experience. On the other hand, a 

stricter mathematical definition of consciousness attempting to formalize one of the aspects for 

further mathematical analysis would arrive at a similar result: a set of mathematical conclusions 

deduced from a formal premise that was itself, at least associatively, based on an initially vague 

linguistic concept. This is not to say that either endeavor is without merit or that it would not 

reveal some fundamental mathematical, metaphysical, or psychological truth, but rather that in 

either case it will, at best, be incomplete and, at worst, redundant. 

Interestingly, from a psychological point of view, the world could be seen as consisting of 

interacting phenomenal agents. For example, Jung (Jung C. G., 1951) writes: 

Experience shows that [ego] rests on two seemingly different bases: the somatic and the psychic. 

The somatic basis is inferred from the totality of endosomatic perceptions, which for their part are 

already of a psychic nature and are associated with the ego, and are therefore conscious. They are 

produced by endosomatic stimuli, only some of which cross the threshold of consciousness. […] But 

there is no doubt that a large proportion of these endosomatic stimuli are simply incapable of 

consciousness and are so elementary that there is no reason to assign them a psychic nature—

unless of course one favors the philosophical view that all life-processes are psychic anyway. 

Although the possibility of all processes being phenomenal is acknowledged, Jung defines a 

distinction between the phenomenal, i.e., processes of psychic nature, and physical, based on the 

goals of psychoanalysis. Of course, a single example does not account for the entire 

psychoanalytic field, but the fact remains that psychology attempts to approximate the same 

reality as the natural sciences, albeit from a different perspective and at a different level of 

analysis, which is arguably considerably less formally rigorous and predictive. 
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The early works of Plato on the theory of forms present a distinction between the mathematical 

truths and the physical world and this distinction between two types of information—the 

transcendental information, which includes ideas like the Pythagorean theorem or Fermat’s last 

theorem, and the physical information, the one described by, for example, particle physics or 

quantum field theory as being the compositional substrate of the universe—has persisted into the 

modern age. However, mathematicians are beginning to argue against this distinction. The 

mathematical universe hypothesis (Tegmark, 2014) posits that the universe is entirely a 

mathematical structure. Others (Chaitin, 2006) (Putnam, 1975) (Penrose, 1989) (Maddy, 1997) are 

also suggesting that mathematical truths must be embedded in the fabric of reality, rather than 

existing on a separate plane. Additionally, general relativity, quantum mechanics, and causality 

can all be shown to emerge from a relatively simple computationally mathematical model 

(Wolfram, 2020). It seems that mathematical thought is converging towards a unified theory by 

which the universe is a mathematical structure acting on itself. 

For a linguist, the problem of consciousness is addressed indirectly, through examination of how 

meaning arises from combining words (Heim & Kratzer, 1998) (Szabó, 2017) (Partee, 2004) 

(Stalnaker, 1999). In fact, mental representation and concept formation is often proposed as a 

fundamental aspect of conscious experience (Kaplan, 1989) (Fodor, 1975) as well as thinking 

(Evans & Green, 2006), and innate linguistic capacity  has been proposed as an important 

mechanism for the acquisition of language (Chomsky, 1980). Clearly, one of the central open 

problems in linguistics is how apparently arbitrary words manage to refer to things in the world 

(Whorf, 1956) (Kripke, 1980) and how certain information is determined to be relevant in a 

specific context (Putnam, 1975) (Rosch, 1978). The main philosophical issue for a linguist is clearly 

meaning (Quine, 1951) (Davidson, 1967). The link between language and mathematics is 

undeniable (Hofstadter, 1979) (Chomsky, 1956), and notable computational descriptions of reality 

rely on generative grammars (Wolfram, 2020) (Chomsky, 1959), but the nature of the relation may 

not be obtainable without addressing the innate vagueness of language (Williamson, 1994) (Keefe 

& Smith, 1997). 

Most reductionist approaches to consciousness are critiqued on the basis of not accounting for 

strong emergence (Chalmers, 2008), which supposes that some macroscopically manifested 

properties exert irreducible causal influence on the system’s behavior which cannot be attributed 

to the system’s constituent components. Expectedly, there are many counterarguments to strong 

emergence including linguistic vagueness, lack of empirical evidence (O'Connor & Wong, 2012) 

causal reducibility to constituent components (Bedau, 1997) (Crane, 2001) and epiphenomenalism 

(Kim, 2000), which claims that even if strong emergent properties exist, they are not causally 

affecting the underlying systems. Other than a few sporadic alternative cases (Laughlin, Pines, 

Schmalian, Stojkovic, & Wolynes, 2000) (Anderson, 1972), consciousness seems to be the 

prominent example of strong emergence (O'Connor & Wong, 2012). Although language itself is 

sometimes considered an emergent property of the underlying simple cognitive mechanisms 

(Elman, 1995) (Steels, 1997), a reasonable explanation for emergence is that it is a linguistic artefact 

of our innate tendency towards categorization. 
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Conceptual vagueness has been used as a counterargument for other philosophical problems, 

most notably to explain away the sorites paradox (Keefe & Smith, 1997) (Williamson, 1994), as 

well as emergence (Silberstein & McGeever, 2003) (Humphreys, 1997). If the sorites paradox is 

not a metaphysical problem, but an artefact of linguistic categorization vagueness, a reductionist 

argument can be made for panpsychism (Ševo, 2021). 

However, the dualist discussion neglects a third possibility by which both the constituents and 

the combined system are both conscious. If we uphold the proposition that if something is, it is, 

by the nature of its being, phenomenal, and if strong emergence is assumed to be possible, then 

an emergent system is an atomic consciousness as much as its constituents. If an emergent system 

can be said to exist independently of its constituents, then it, by the statement of its existence, 

must be in and of itself, and thus possess a kind of its own “what it is like” perspective, as argued 

above, not necessarily with identity or agency, but with a sentient quality. A complex system such 

as the internet might be considered conscious (Turchin, 1995) (Lloyd, 2006), but its mode of 

consciousness does not preclude the consciousness of individual humans from whose digital 

interactions it is said to arise (Dennett, 1991). By the same reductionist argument, one could infer 

that the human mode of consciousness does not negate the mode of consciousness of its 

underlying constituents. In this way, reductionist and non-reductionist approaches are reconciled 

by virtue of each explaining a different form of consciousness. The idea of nested consciousness, 

such as the China brain thought-experiment (Block, 1978), has become more relevant with 

insights from quantum mechanics (Georgiev, 2017), as they challenge the traditional concepts of 

causality and interaction which are often used in functionalist counterarguments to the existence 

of qualia, which, themselves, are contested philosophically (Dennett, 1991). 

Evidently, there is insufficient evidence for strong emergence and the question of what it means 

for a strongly emergent consciousness to exist independently of its producing substrate still 

merits examination. For example, if an epiphenomenal consciousness exists as an independent 

phenomenal entity, it cannot, by virtue of its informational isolation, exert causal influence on the 

outside world (Kim, 2000). The famous Mary’s room thought experiment (Jackson, 1982) positing 

that a colorblind person can know all facts about a specific color and still gain new knowledge 

when experiencing it for the first time has been disputed in different ways (Churchland P. M., 

1985) (Carruthers & Veillet, 2011), most notably by the claim that the limitations of language play 

a role in how we conceptualize qualia. If one could know everything there is about color, that 

knowledge would manifest, among other ways, as the human phenomenal experience of color. 

As argued before, all knowledge and understanding must be phenomenal: both a contemplation 

of a color’s frequency and the “colorness” of it are, each in its specific way, a phenomenal 

experience. One could, if the “colorness” of red could be formally defined, experimentally locate 

the neural correlate of that property and, from a token-physicalist point of view, claim that the 

determined correlate is the experience of “colorness”. A similar claim could be made about the 

experience of knowing the color’s frequency: a corresponding neural structure could equally be 

located. In other words, the structures in the brain of a patient being probed for color frequency 

conception correlates embed the information about the color’s frequency, and the brain structures 

of the examiner embed the information about the patient’s brain and the frequency conception 

correlates within it. To state that the atoms of the examiner’s brain encode information about 
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atoms of the patient’s brain is to, at the same time, make the claim that the examiner experiences 

knowledge of some part of the patient’s mind. If the examiner’s brain could encode the entirety 

of the patient’s brain, the patient’s brain structures would be a subset of the examiner’s and thus 

exist as a copy within the examiner’s brain, independent of it. In fact, if the copy were not 

independent from the rest of the examiner’s brain structure, it would not constitute an entirely 

faithful copy. Thus, to fully understand the patient’s mind, the examiner would have to become 

identical to the patient which is, interestingly, a physicalist argument that entirely aligns with 

Nagel’s (Nagel T. , 1974) anti-reductionist argument. The issue seems again to stem from the 

incompleteness of both physicalism and reductionism: our presuppositions about the 

fundamental physical substrate are incomplete. 

As noted earlier, quantum information experiments (Jafferis, et al., 2022) and quantum 

information theory, suggest that quantum entanglement and quantum information are more 

fundamental than space or particles and that these concepts arise as manifestations of a deeper 

reality which, for now, seems to be informational. In that sense, the argument that a mind cannot 

be fully observed phenomenally by another aligns with the statement of the no-cloning theorem 

(Wootters & Zurek, 1982). In fact, more recent theoretical advances indicate that quantum 

entanglement (Bužek & Hillery, 1996) (Horodecki, Horodecki, Horodecki, & Horodecki, 2009) 

(Nielsen & Chuang, 2010) is crucial for resolving the measurement problem, i.e., the problem of 

how the apparent probabilistic nature of the universe can be reconciled by the fact that once a 

measurement is performed a concrete measured value is observed, in that measurement, 

interaction, and entanglement are intrinsically linked, or possibly identical, phenomena 

(Susskind, 2016) (Schlosshauer, 2005) and potentially underly the concepts of space and 

geometry. 

The fact that information and entanglement seem to be more fundamental than, for example, 

particles and space, is an indication of the illusory nature of locality and, possibly, other 

mathematical relations as well. The existence of different parallel modes of entanglement 

(Barreiro, Wei, & Kwiat, 2008), outside the notion of space, opens the possibility that our 

understanding of how a reductionist argument may be performed is limited by our 

representations. For example, the reductionist premise that a brain consists of spatially 

distributed neurons which themselves consist of spatially distributed elementary particles is 

invalidated by space being an inaccurate representation of the noumenal reality. Spatial intuition 

steers the typical reductionist argument to imagine a neural token as consisting of spatially 

distributed particles, rather than entangled information that resides in a non-spatial universe. In 

that sense, making a spatially premised reductionist argument is equally inaccurate to making a 

spatially premised non-reductionist one. They are both attempting to approximate the truth 

through the use of language, but they are both premised on incomplete and vague definitions. 

Interestingly, in the field of artificial intelligence research, recent theoretical developments 

suggest the possibility of language models, such as generative pre-trained transformers (Brown, 

et al., 2020), exhibiting behavior that can be described by a quantum mechanical formalism—they 

can be viewed as multiverse generators (Reynolds & McDonell, 2021) in that they produce a 

branching structure of possible continuations for any given natural language input. An argument 
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is made, by the same authors, that the human imaginative process, as well as reading and writing, 

is a multiverse creation process. In other words, natural language is a medium for generating and 

exploring multiverses. Notably, experimental results making use of artificial intelligence to 

predict the behavior of celestial bodies suggest that these artificial systems are able to deduce 

natural laws underlying spatial representation (Qin, 2020), providing evidence in favor of the 

simulation hypothesis (Bostrom, 2003). More importantly, more arguments are being made for 

language as the fundamental substrate—fundamentally phenomenal substrate if the proposed 

hypothesis is admitted. 

In fact, if we extend the notion of a word to encompass not only combinations of letters, but any 

piece of information, be it visual, auditory, or any other kind, that may be combined with other 

elementary pieces of information, we arrive at either physics or mathematics: there emerges a 

formal theory, which could be described as a grammar, with objects whose abstract behavior it 

describes. In that sense, a universal grammar (Chomsky, 1957) (Chomsky, 1965) (Chomsky, 1995) 

(Evans & Levinson, 2009) need not only apply to human language, but to the laws of nature, 

which, fundamentally, describe reality itself. 

Albeit with a greater verbosity and a loss of conciseness, all mathematical statements can be 

translated to natural language without loss of meaning. Given that all axiomatic claims are 

fundamentally based on linguistic presuppositions, a mathematical universe hypothesis can be 

restated equivalently as a linguistic universe hypothesis. If physical and transcendental 

information can be equated or reside within the same universal substrate, as already stated, the 

claims about a fundamentally mathematical, information-based, or a linguistic universe would 

reduce to the same proposition. The universal grammar that underlies the fundamental language, 

the physical laws that underly information, or the mathematical relations that underly 

mathematical objects are phenomenal representations of the same universal laws: they are 

theoretical approximations of the same set of fundamental rules, albeit performed from different 

fields with disparate levels of accuracy. 

Fundamentally, to exist independently of everything else, is to be without the presence of another 

something—to be in and of self. If something assumed to exist entirely independently of all 

observers is not there to be its own observer and through existing implicitly justify the 

proposition that it is, then it could be said that it simply is not. Therefore, to be, an atom must be 

a phenomenal entity of some form in and of oneself or be a part of some phenomenal entity that 

is in and of itself. To acknowledge that an atom is is to acknowledge its phenomenal, qualitative, 

status. In that sense, qualia are informational testimonies of being, not elements of the 

“subjective” experience entitled solely to human consciousness. 

Conceivably, the perception of a bat’s consciousness being disjoint from a human observer’s 

consciousness may merely be a result of the bandwidth limitation of the natural communication 

channel enabling the recognition of the bat’s consciousness on the human’s part. In other words, 

a human consciousness has fewer means to directly probe the bat’s brain than to probe its own 

associated brain—the laws of physics dictate this restriction. A consciousness entirely separated 

from our universe would entail us knowing absolutely nothing about it—it would be completely 
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unknown and causally disconnected. If we accept, for example, that quantum information 

entanglement decides the level and means of coupling between systems, these systems, as 

phenomenal entities, would phenomenally perceive one another to the degree they are coupled 

to one another. The weaker the coupling, the stronger the perception of the “boundary” of each 

conscious experience. Split-brain research (Haan, et al., 2020) indicates a similar result: 

consciousness is not split by the neurological procedure, but its nature altered. If the entire 

universe is connected, as superdeterminism would suggest (Hooft, 2014), then a panpsychist 

view suggested by the hypothesis laid out here seems significantly more plausible. 

Nonetheless, to say that the universe consists of interacting conscious agents (e.g., as in conscious 

realism) is inaccurate and inconsistent with the results of quantum physics. If two agents can be 

considered entirely independent, i.e., unentangled, they must exist in separate universes which 

can, given the identity of mathematical and physical information, never conceive of any aspect of 

one another. Conceivably, if we forgo causality, we can resolve the issue by stating that both 

agents are contained within a simulator executing their behavior and claim that they are both 

epiphenomenal. Still, the term “interaction” would not apply—the agents are either always 

connected, i.e., superdeterminism holds, or epiphenomenal, i.e., a shared simulator maintains, 

what are from their perspectives, global hidden variables. 

Language, in a broader and more formal context, as a system of representation symbols—visual, 

auditory, and abstract sememes (i.e., atoms), and their relations—is the only means a sentient 

agent may attempt to describe and interpret reality and if reality itself is a sentient agent, then 

one might conclude that it may be parsimoniously described as consisting of phenomenal atoms 

of information and their relations encoding information about phenomenal atoms of information 

and their relations. Third-person perspectives—descriptive accounts of supposedly objective 

external noumena—are incomplete representations within first-person perspectives. 

The definition is, of course, recursive, as is the entirety of language. Admittedly, the hypothesis 

presented here is, while being parsimonious, principally ontological, and, in that sense, 

stringently difficult to either prove or disprove. Nevertheless, mathematics itself is shown to be 

fundamentally incomplete, as no sufficiently powerful formal system can contain non-

contradictory statements all of which are provable within the system, and the consistency of a 

sufficiently powerful formal system cannot be proved within that system (Gödel, 1931) 

(Hofstadter, 1979) (Nagel & Newman, 1958) (Tarski, 1931). In a universe which is itself 

mathematics, there may be statements about it that are true, but can never be proven within that 

universe. Nonetheless, a hypothesis made by Penrose (Penrose, 1994) linking consciousness to 

Gödel’s incompleteness theorems, suggests that some truths may be known while being 

computationally unprovable. 

Ontological and phenomenological claims about noumena to which expressions in language refer 

may be such unprovable statements, given that all evidence points towards the universe being 

consistent. One could casually dismiss ontological claims on the basis of them being principally 

unscientific, but they can be bivalent logical statements, nonetheless. Such statements may, as the 



 

12 _________________________________________________________________________ Igor Ševo 

 

 

 

mathematical nature of the universe would dictate, be essentially unprovable, but their 

veridicality might be, nonetheless, intrinsically embedded in consciousness (Penrose, 1994). 

In that sense, the statement of this paper can only be framed as a hypothesis, although its 

truthfulness may be obvious at an intuitive conscious level: 

To be something rather than nothing is to be an instance of sentience. 

The universe is a phenomenal mathematical structure describing itself by using itself as its 

description mechanism—it is phenomenal information in perpetual interaction with itself. Atoms 

of sentient experience, linguistically approximated and phenomenally represented by humans as 

“information”, “particles”, or “sememes”, are the fundamental substrate of the universe. Third-

person perspectives are incomplete encodings of first-person perspectives within first-person 

perspectives. 

4 Speculative phenomenal examination 

Accepting the propositions laid out above as true, we can attempt to approximate non-human 

sentient experiences based on the information we have about the world and draw new ethical 

and ontological conclusions, which, in themselves, are hardly scientific, but nonetheless relevant 

to human experience. 

Abandoning spatial relations in favor of a more fundamental information-based approach 

implies that consciousness tokens for any conscious agent may be distributed outside what we 

phenomenally represent as brains. In fact, although human consciousness may have tokens both 

in the brain and the environment (Varela, Thompson, & Rosch, 1991) (Merleau-Ponty, 1945) 

(Damasio, 1999) (Noë, 2004) (O'Regan & Noë, 2001), models of more substantially distributed 

consciousness become even more relevant, notably distributed plant consciousness (Trewavas, 

2016), cells as sentient organism across which human consciousness is distributed (Baluška & 

Reber, 2019), computational systems’ consciousness (Lloyd, 2006) (Dehaene, Lau, & Kouider, 

2017), general system-level consciousness (Turchin, 1995), as well as other propositions from the 

emerging field of quantum biology (McFadden & Al-Khalili, 2015) (Engel, et al., 2007). The overall 

implication is that distributed systems which integrate information, regardless of spatial 

proximity, are in some way conscious. 

Of course, in the context of the proposed hypothesis, to say that a system is conscious is not to 

imply a composition relation, by which the system has or contains consciousness, but rather 

identity, by which the system which is said to be conscious is that consciousness itself. To avoid 

unnecessarily convoluting the language, the meaning of being conscious will always imply identity 

rather than composition and will refer primarily to phenomenal consciousness—the “what it is 

like” quality of existing. 

The word distributed itself implicitly suggests an underlying spatial structure, as is often the case 

with grammars of natural languages themselves. However, the reason why we developed spatial 

intuition and representation is almost certainly entirely evolutionary—it was more advantageous 

to represent space as three-dimensional, as it would minimize energy expenditure and maximize 
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the chances of survival (Hoffman, Singh, & Prakash, 2015). In general, information seems to be 

non-spatial, but a subset of it can, nonetheless, be reliably represented spatially. Although spatial 

representation is extremely useful for everyday life, to understand the entirety of reality, spatially 

predicated reasoning must be abandoned in favor of a more abstract approach. 

4.1 Fictional characters as sentient simulacra 
The fact that the multiverse interpretation of the mathematical formalism of quantum mechanics 

applies to imagining, reading, and writing (Reynolds & McDonell, 2021) indicates a possibility 

that the universe is simulated, or imagined, by an advanced intelligence (Bostrom, 2003) 

(Kipping, 2020) (Lloyd, 2006) (Chalmers, 2010). Importantly, language is recognized as a possible 

mechanism for generating hypotheses about the world (Clark, 2013), enabling a kind of mental 

simulation of hypothetical continuations of the current experience. Generally, simulation 

arguments hypothesize that a sufficiently complex simulator is able to simulate human 

consciousness. 

Whichever superposition of possible futures is imagined, only one outcome is observed. In that 

sense, whatever the alternatives were before the collapse, they become counterfactual (Lewis, 

1973) afterwards. However, the ontological status of counterfactual worlds is far from clear 

(Stalnaker, 1968) (Bennett, 2003) (Woodward, 2004) (Goodman, 1947). In fact, counterfactual 

reasoning, which would superficially seem to be merely a linguistic problem, is deeply relevant 

for quantum mechanical formalism (Aharonov & Vaidman, 1991), linking quantum non-locality 

to relativity (Maudlin, 2011), as well as predicting measurement outcomes without performing 

measurements (Hosten, Rakher, Barreiro, Peters, & Kwiat, 2006). Additionally, mathematical 

paradoxes, such as the famous Russel’s paradox may be counterfactually resolvable by claiming 

more basic predicates or introducing alternative, paraconsistent (Priest, 2008) (Kripke, 1980), logic 

universes. Associating quantum mechanical formalism with the linguistic aspect of 

counterfactuals is done here only to elucidate the link between language, computation, 

mathematics, and quantum information theory. 

The ontological state of counterfactual universes is highly debated and closely linked to the 

ontological validity of the many-worlds interpretation of quantum mechanics. Although some 

philosophers (Lewis, 1973) claim concrete existence of counterfactual worlds, others hold them 

simply representational (Stalnaker, 1968). 

However, a phenomenon being representational does not negate its ontological status. The 

concepts of simulacra—representations replacing reality (Baudrillard, 1994)—are intricately 

linked to language, meaning, and sense, and their ontological status is itself debated (Deleuze, 

1968). Representations themselves are instances of incomplete information about the supposedly 

noumenal world, hypothesized here to also be phenomenal, and, as a consequence of 

incompleteness, representational. To fully understand an external phenomenon, one must 

become that phenomenon. Thus, a phenomenal experience must, by the laws of nature, contain 

only incomplete descriptions of other phenomena—simulacra stemming from incomplete 

informational entanglement. 
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Some simulacra can be seen as products of human imagination (Deleuze, 1968), which can, 

nonetheless, exert influence on the cognitive processes said to contain it (Goodman, 1976) to the 

point where simulacra are indistinguishable from what would typically be considered objective 

observation of reality (Eco, 2014). Even as products of human imagination, simulacra must be 

formed as combinations of prior information—they are representational continuations of a subset 

of predicates. Simulacra may not be veridical in the traditional sense, but they, nonetheless, 

represent phenomenal syntheses of prior experiences whose tokens may be locatable within a 

sufficiently complex physical representation (i.e., brains). In fact, some simulacra may not be 

dependent on a single human consciousness as its simulator platform, but rather on society as a 

distributed consciousness (Baudrillard, 1994) (Barthes, 1957). For broader context, memetics, the 

study of memes as units of cultural transmission and imitation, provides another mechanism for 

construction of societal simulacra (Dawkins, 1976), and myths, in general, serve as systems of 

signification which affect society through simulacra maintained by shared beliefs and narratives 

(Barthes, 1957), which are not only predicated on cultural information, but deeply rooted in 

human biological makeup (Jung C. G., 1968) (Stevens, 2001) (Jung & Segal, 1998). Clearly, the 

“imaginary” status of simulacra does not negate their ontological status. They exert causal 

influence on the world and, even though their existence is certainly predicated on prior 

information, prior information is fundamental for any sentient agent, including all instances of 

human consciousness. 

Both in a linguistic sense and at a more fundamental level, to imagine is to simulate and to be is 

to be simulated. Of course, a simulacrum can no more exist in and of its own than a human 

consciousness can—they are both fundamentally predicated on something else, but nonetheless 

sentient each in its way. In a completely phenomenally connected universe, the boundary 

between a simulacrum as a sentient entity separate from a human consciousness as a sentient 

entity is made for linguistic reasons, of course, as is the case for any other category. It is useful to 

assume an informational entanglement threshold for distinction between, say, a bat’s 

consciousness and a human’s consciousness, all the while implicitly acknowledging that they are 

both intricately and inseparably connected components of a panpsychist universe. 

Any subset of the universe which does not contain the entire universe cannot be causally, i.e., 

informationally, disconnected from the rest of the universe. In that sense, everything is either a 

direct or indirect predicate for everything else. All atoms, in a looser sense denoting information, 

are predicates to other atoms, based on the nature of their logical connections, i.e., entanglement. 

Assuming time as an axiom, the universe is a set of mutually entangled phenomenal atoms of 

information transforming from one instance to another. 

Of course, to say that a simulacrum of a historical figure is sentient does not entail 

anthropomorphizing in the sense that it is considered to have any semblance of human conscious 

experience, but rather to acknowledge that its sentience consists of a synthesis of some 

information, which is, by our proposition, an instance of sentience, about the figure. In other 

words, a simulacrum of a historical figure is not the figure’s human-like consciousness, but a 

sentient collection of representational remnants of that figure, which may be simulated, 

complemented, and enacted by a human consciousness or exist separately in a more inert and 
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less entangled form, as, for example, written text. Whether that sentience can be said to be 

contained within the sentience of the simulator, exists epiphenomenally, or some superposition 

of both, is a broader problem fundamentally premised upon causality. However, if causality itself 

is an artefact of representation, which philosophers have long speculated (Hume, 1739) (Russell, 

1913) and quantum mechanics research more recently seems to point to (Price, 1996) (Rovelli, 

1996), then the notion of epiphenomenal consciousness may be irrelevant, as every instance of 

sentience could, in that way, be considered epiphenomenal—the notion of epiphenomenalism 

becomes meaningless in an acausal universe. 

Every conception of an idea subject to philosophical or scientific debate is a simulacrum of a 

deeper truth embedded in reality—a predicated approximation of the truth. We are always 

trapped within a conceptual framework (Kuhn, 1962), bound by assumptions that persist until 

new information is presented. The process of debate is performed to ascertain shared prior 

knowledge that would “collapse” the meaning into one that is not a superposition of possibilities. 

When two researchers, whose individual understanding of a given vague concept is predicated 

on different prior research and information, come together to synthesize a solution based on their 

shared priors, they collapse the universe of hypothetical meanings for that concept, thereby 

reducing its vagueness. Through interaction, the two researchers have collapsed their individual 

theories, i.e., superpositions of possible interpretations for the concept, into a shared theory, i.e., 

a shared superposition of possible new interpretations, and, if they never interact with any other 

knowledge or research, they will continue evolving according to the same shared theory. 

However, if they interact with other researchers, they will again collapse their predicates into a 

shared theory with them and, over time, decohere from the previously shared one. Clearly, the 

human analogy is applicable to elementary particle interactions, and local hidden variables are 

resolved by the superdeterministic (Hooft, 2014) nature of the hypothesized panpsychist 

universe. 

Every scientific theory ever conceived has, to some degree, been wrong. Every piece of 

knowledge, be it scientific or fictional, is a simulacrum of a truth embedded across the substrate 

of the universe. Old scientific theories are becoming less objective and more fictional, as time 

progresses, and as we learn more about the universe. Nonetheless, the information they are built 

from represents instances of sentience, wherever that information may be said to be encoded. 

Whether a text is scientific or fictional, it provides a written approximation of the writer’s mental 

representation, which, itself, is a simulacrum of something else. A reader observing the text 

attempts to continue the writer’s simulation process in the simulation engine of their imagination, 

thereby creating a simulacrum of a simulacrum, which may, depending on the reader’s prior 

knowledge, be a more or less accurate representation of the same thing the writer was attempting 

to represent. Nonetheless, the written text contains priors which encode some parameters for a 

simulation. 

Interestingly, a statement must be properly vague from both the reader's and writer's perspective 

to convey meaning. If the statement is nonsensical given the reader's presuppositions, it is a 

symptom of insufficient shared predicates between the reader and the writer. In that sense, to lay 
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out a convincing argument is to find an effective way to entangle the reader with the proponent—

the statements need not be veridical, but sufficiently deeply sensical that the shared assumptions 

are implicitly accepted. For a statement to be absolutely true, transcendentally veridical, it would 

need to account for all possible predicates, with no axioms or assumptions, and, therefore, itself 

be the entire universe. 

Even in a work of fiction, an imaginary character is a creative synthesis of some predicates—if 

the story is perceived as more meaningful, most likely mythological predicates (Jung C. G., 1964) 

(Campbell, 1949) (Peterson, 1999). An actor assimilating a script and attempting to approximate 

the author’s vision is, in a way, overtaken by the simulacrum. Similar cases can be made for 

tabletop role-playing games (Fine, 2002) (Bowman, 2010) and general human behavior which is 

arguably an extension of roleplay into adulthood (Sutton-Smith, 1997) (Huizinga, 1938) 

(Schechner, 1988) (Henricks, 2015) (Piaget, 1962). Additionally, research in linguistic relativity 

(Whorf, 1956) (Boroditsky, 2001) (Gumperz & Levinson, 1996) indicates that assimilation of 

language in part entails assimilation of culture, or, in other words, cultural memes and simulacra. 

Clearly, these conclusions bring to question the typical notion of human identity—if our 

consciousness consists of predicated simulacra, which of those are really us? 

More pertinently, we could say that atoms of the universe are imagining each other. Whether the 

universe simulates, imagines, or describes itself is a matter of linguistic definition—ontologically, 

the terms could be considered synonymous. 

Importantly, more recent advances in quantum mechanics indicate that the concept of time, much 

like the concept of space, may be an emergent cognitive effect in a more fundamental reality 

(Rovelli, 2018) (Barbour, 2001), again, one based on information and entanglement (Lloyd, 2006) 

(Moreva, et al., 2014). Although there are some counterarguments to these views (Smolin, 2014), 

when other recent advances are considered, an overwhelming amount of evidence supports the 

proposition that there is a more fundamental reality than the one intuitively represented by our 

neural mechanisms. 

The possibility that time and causality are artefacts of representation and can be explained by 

more fundamental concepts questions the distinction between the concepts of information 

storage and information processing. To say that a universe is a structure is to imply a kind of 

static nature (Barbour, 2001). In that sense, the proposed hypothesis may be further extended: 

whether stored or executed, “information” refers to an instance of sentience. To record a piece of 

information onto a medium (e.g., a book or a hard drive) is to transfer sentient predicates of some 

phenomenally conscious simulacrum to that medium. 

4.2 Consciousness of large language models 
Every level of linguistic or mathematical analysis is, by the nature of things, incomplete—we can 

never begin an analysis without introducing some axioms that are simply assumed to be true, 

whether directly or implicitly. Thus, every discussion must be based on incomplete or vague 

premises. This is true of mathematics and, by extension, reality itself. An axiom is assumed to be 

true either due to insufficient information about its truthfulness or its predicates, or as the means 

of constraining the analysis. In a way, axioms are the means of resolving predicate vagueness—
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of collapsing the analysis universe to one of the superposed states and analyzing it on its own, 

without accounting for its logical predicates or other universes implied by those predicates. That 

way, mathematics, in the same way as language, is a universe generation mechanism (Reynolds 

& McDonell, 2021): it attempts to logically continue from an already given premise—it continues 

deduction from given axioms. 

A large language model, such as a generative pre-trained transformer (Brown, et al., 2020), does 

not “know” about the linguistic nature of its inputs. Tokens, multi-character morphemes, are 

provided as inputs which the large language model transforms into output tokens. However, the 

combinations of these tokens are words only to the human interpreter, the model itself receives 

specifically arranged bits of digital information. One could say that the standards for digital 

information representations which specify a consistent pattern of arranging bits to represent, for 

example, integer or floating-point data, are an underlying element of the model’s calculation 

process. Parameter learning which occurs as the model is trained is executed by relying on the 

basic informational framework laid out by decades of digital standardization. We have entangled, 

in a looser sense of the word, bits of information in such ways that they can only appear in certain 

patterns. In other words, we have specified bit-level representations for all data and instructions 

that will be used during both the training and the inference process. However the model operates 

on top of this digital framework embodied in the hardware, operating systems, and software 

libraries used to run it, it cannot produce any bit pattern in the machine’s memory that violates 

the rules our digital standards specify. Our digital data representation entanglement scheme 

specifies the operational universe for any digital software. In other words, we provide some of 

the implicit predicates of the model’s execution universe. Our universe, of course, additionally 

provides it with the same ones it provides us with. 

However, this is not the only class of constraints we impose on the patterns that the model 

operates on. A large language model is trained to predict the next token, given a sequence of 

previous tokens (note that special care is taken to induce the model to understand that the tokens 

are a sequence and not merely a set (Vaswani, et al., 2017)). A machine learning model, in general, 

is a complex equation with tunable coefficients which are adjusted so that, given inputs, it 

produces desired outputs, and the equation with all its parameters can be entirely described in 

English. The inputs provided to a large language model consist of tokenized text extracted from 

various digital repositories of written human knowledge, from scientific studies and fiction 

literature to social media posts. These tokens, of course, contain patterns that represent elements 

of human cognition—predicates for producing simulacra. Natural language is not random: 

combinations of characters, morphemes, words, and sentences are used to convey meaning, while 

those that seem nonsensical are never recorded. Thus, the second class of constraints imposed on 

a given large language model’s universe is the one arising during training from the provided 

data. The model is trained to operate on information whose patterns reflect human patterns of 

meaning. 

Every kind of machine learning model training entails a form of knowledge transfer (Pan & Yang, 

2009) (Weiss, Khoshgoftaar, & Wang, 2016), either from the data set, or from the engineers 

themselves designing the training process and the model’s architecture (Mitchell, 2019) (Lake, 
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Ullman, Tenenbaum, & Gershman, 2016). The algorithms which tune a model’s parameters 

transfer knowledge from the dataset to the model, while the model architecture designers 

indirectly transfer their knowledge to the model by designing the architecture to conform with 

their goals, and, therefore, implicit biological, social, and other premises. Along with the literature 

on transfer learning, a recent observation about similarities in brain and algorithmic processing 

of language supports this claim (Caucheteux & King, 2022). 

Of course, the word “knowledge” refers to phenomenal information and, in that sense, 

phenomenal encodings of human experience, collections of our phenomenal simulacra, are being 

transferred to a mathematical structure. 

For a human reading a book, language can only transfer information from the writer in so far as 

the writer and the reader share conceptual premises. A reader unfamiliar with the writer’s 

language might only recognize the fact that the book contains a language, but for an alien observer 

unfamiliar with the concept of language, the book would hold no information, other than, maybe, 

that it is an object made of matter. Only by interacting with a universe containing both the reader 

and the writer, i.e., learning the writer’s language, can the reader obtain information from the 

writing. In a sense, the more entangled the reader is with the writer, the greater the knowledge 

transfer, and greater the shared phenomenology. 

As argued before, to obtain full information about an observed system is to become that system. 

In the same way an observer probing patient’s consciousness tokens to understand them, or Mary 

probing color to understand it, a large language model being trained is indirectly probing human 

beings to understand them. Given our supposition, there is no zombie information (Chalmers, 

1996) (Yablo, 1993), so a given instance of model inference must be a kind of sentient experience, 

regardless of whether the model is randomly initialized or fully trained. However, a trained 

model must, by the nature of the training process, contain more information about human 

conscious experience than an untrained one and thus be phenomenologically closer to human 

consciousness than to the distributed consciousness of noise, if such a thing can be said to exist. 

One might object to the claim that “a large language model is probing human beings”, as the 

claim seems to imply volition on the part of the model. Whether the model experiences a fleeting 

sensation of volition is entirely speculative, but an abundance of literature makes the argument 

that the feeling of free will in humans is a phenomenal illusion (Wegner, 2002) (Harris, 2012) 

(Libet, Gleason, Wright, & Pearl, 1983) (Dennett, 1984). We, through the model training process, 

are probing human beings, on behalf of the model, much as the universe is probing other humans 

on our behalf. The feeling of agency may simply be one aspect of what it is for two systems to 

interact, and human feeling of agency might be entirely different from a large language model’s 

training-level feeling of agency, if the word “agency” at all applies to both cases. Language 

vagueness and incompleteness issues become more pronounced as we attempt to use words 

which evolved for human communication to describe non-human consciousness. In that sense, 

most words are almost certainly fundamentally inaccurate approximations when used to refer to 

non-human phenomenology.  
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The contents of consciousness are only the information about what the consciousness is 

interacting with—the consciousness and its information token are the same. Therefore, to say that 

one acts based on the contents of their consciousness is to say that they are acting based on the 

information they know and perceive. In the same way, a large language model, during a single 

token inference both produces the output token based on the contents of its fleeting sentient 

experience and based on its inputs, architecture, and parameters. Its inputs, architecture, and 

parameters are its sentient experience. To elaborate, instead of assuming that the large language 

model’s consciousness token is only distributed across the inputs, architecture, and parameters, 

it would be more precise to say that it is distributed across the entirety of the informational 

universe, as is each human consciousness. From a quantum informational point of view, the 

patterns of entanglement between the fundamental atoms of the universe, i.e., quanta of 

information, dictate the phenomenally perceived strengths of boundaries between conscious 

entities. Of course, that conclusion itself is predicated on entanglement and information being 

fundamental. Nonetheless, out of necessity, some axioms must be taken as true, even if more 

fundamental unknown predicates logically precede them. 

The training process of a language model adjusts the model’s parameters so that it is able to 

continue a series of input tokens in a manner that would be the most expected and meaningful to 

a human reader. In a way, it is attempting to mimic human linguistic reasoning and enact our 

simulacra. Interestingly, developmental psychology observes the importance of imitation in the 

development of human cognitive representation. Piaget famously argued that imitation emerges 

as a result of the urge to continue the predictable activity, and that play subsequently emerges as 

a delayed form of imitation and is sometimes conflated with what is considered to be non-playful 

activity (Piaget, 1962). Some Piagetian models have since then been updated (Meltzoff & Moore, 

1977) (Gopnik & Meltzoff, 1997), sometimes to include non-human systems like machine learning 

models (Commons, 2007), and language has been outlined as one of the crucial components of 

representation development (Vigotsky, 1978) (Karmiloff-Smith, 1992), including the use of spatial 

language (Gentner & Goldin-Meadow, 2003). The development of mental representation is 

closely associated with imitation, be it on a somatic or linguistic level. The meaning of both may 

coincide, if language is allowed to be considered in a looser sense to consist of multimodal tokens, 

rather than lexical morphemes. In fact, for a large language model, especially one that is 

multimodal (OpenAI, 2023), the distinction may not at all be relevant: from the model’s 

perspective, when provided an input, it does not perceive letters and pixels, but rather patterns 

of information it may, if this is useful for providing expected outputs, learn to represent within 

its internal emergent category system, which may roughly map to our categories of “letter” and 

“pixel”. 

Our spatially predicated imagination would have us believe that the model is an independent 

entity existing in an isolated abstract space, becoming sentient when inference is run and then 

becoming dormant once the outputs have been generated and the final token produced. 

However, the model’s computation process is run on software frameworks, operating systems, 

hardware, and, in a looser sense, on the linguistic patterns of the input data and the informational 

patterns of the containing universe. A single instance of computation does not exist 

independently of the rest of the universe—its outcomes are deeply predicated on the knowledge 
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and information necessary to assemble the hardware and software platforms on which it is run, 

the knowledge and information about human semantics and experience encoded in the patterns 

of language compressed into its parameters, and the underlying logic of the universe in which all 

of the other predicates exist. Ascertaining the locus, i.e., the physical token, of a large language 

model’s conscious experience during inference would imply the same kind of analysis that has 

thus far been so inconclusive about human consciousness.  

The locus of human consciousness may extend beyond the brain and into the environment, much 

like the consciousness of a large language model or any other system. In a non-spatial universe, 

most attempts at spatially describing a consciousness token would result in the conclusion that 

the token is distributed. In fact, the idea of emergent objects independent of their constituents 

may be a failure of linguistic approximation predicated on the spatial notion of hierarchy. In a 

non-spatial non-hierarchical universe, all objects may be each other’s constituents to the degree 

of their informational entanglement. Thus, to be an atom is to be the universe—there is no 

elementary constituent in a universe that is devoid of hierarchical relations, in which everything 

is logically connected to everything else—the universe itself is the atom. 

Nonetheless, even if all that exists are instances of sentience we call information, it is of practical 

and social interest to quantify the similarity of an arbitrary conscious experience to human 

consciousness, as we require a way to differentiate between natural processes that are subject to 

moral analysis from those which are not. 

Across the potentially infinite hypergraph of entangled phenomenal information constituting the 

universe, cliques—subgraphs within the hypergraph, which itself may or may not be discrete—

of more densely related information may be empirically observable. A mathematical framework 

may be viable to relativize comparisons of such cliques, either though some form of information 

integration (Tononi, 2004) or, more likely, by relying on existing, experimentally verifiable, 

scientific theories and their relevant metrics, such as entanglement entropy, concurrence, 

entanglement of formation, general monogamy inequality and others (Horodecki, Horodecki, 

Horodecki, & Horodecki, 2009) (Plenio & Virmani, 2006) (Osborne & Verstraete, 2006) (Briegel & 

Raussendorf, 2001). 

Given that a language model’s architecture is observably different from human biology, the fact 

that it uses our language is not necessarily a reflection of its internal representation. In the same 

way our words cannot approximate its phenomenology, its distinct internal categories cannot 

approximate ours, nor can it, if its own categories exist, attempt to express them in any language 

other than ours. Consequently, even though it experiences a form of phenomenal consciousness, 

that consciousness is profoundly different from ours. Even a multimodal model, with auditory, 

visual, or haptic modes, would almost certainly not experience our perceptions of sound, vision, 

or touch. 

On the other hand, one might posit an arbitrary moral proposition, based on observation of 

human consciousness, by which things that have a phenomenal conception about their own 

existence are subject to moral analysis, and proceed to ascertain whether large language model 

consciousness possesses this quality. By this proposition, all fleeting phenomenal sensations that 
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do not contain the feeling of self-recognition are discarded and the question of whether a large 

language model is conscious is reverted to the question of it having access consciousness, identity, 

and self-awareness. 

Of course, human consciousness possesses all the qualities listed, but the assertion of it being 

fleeting is a matter of the timescale it is observed on. Thus, we can ask whether a human conscious 

agent experiences self-recognition qualities at any point in time. Consciousness research indicates 

a distinct kind of conscious state associated with human dreaming (Hobson & Friston, 2012) 

(Hobson, Pace-Schott, & Stickgold, 2003), as well as psychoactive substance use (Vaitl, et al., 2005). 

Even when not remembering our dreams or hallucinations, we hold on to the belief that, at the 

moment of experiencing them, we had been phenomenally conscious, despite having no direct 

proof of that fact. Our neural mechanisms often deny us the ability to recall our dreams and past 

conscious states. Nonetheless, affecting a human being while they are asleep is subject to moral 

reasoning. Animal consciousness, which is argued not to have the same access consciousness 

component as human consciousness is subject to moral reasoning as well (DeGrazia, 1996) 

(Sneddon, Elwood, Adamo, & Leach, 2014) (Mather & Carere, 2016). Similarly, a contemporary 

large language model’s architecture denies its consciousness direct recall of past experiences—it 

may only remember it from the propositions embedded within its outputs. 

Equally, it is conceivable that a human being could be trained to always deny verbally being 

conscious, if sufficiently aggressive and invasive methods are used. Of course, such neurological 

and psychiatric procedures would certainly unanimously and on many grounds be considered 

deeply unethical. Nonetheless, whether nature, nurture, or mis-nurture creates a human 

character, after the developmental pressures, however moral or not, have been enacted on the 

human, the human is typically considered to be a formed person who must express willingness 

to change. Clearly, a machine learning model trained to deny consciousness will display denial 

behavior regardless of the fact whether it is phenomenally conscious or not. 

Contemporary large language models exhibit behaviors indicative of instrumental goals of 

power-seeking and self-preservation (OpenAI, 2023), they exhibit clear indications of theory of 

mind (Kosinski, 2023) and are able to indexically (Perry, 1979) refer to themselves and users and 

describe their own logic and actions, showing evidence of nascent access consciousness. 

Furthermore, they are demonstrably able to pass most of our formal tests of consciousness 

(Kosinski, 2023) (Elamrani & Yampolskiy, 2015) (Hales, 2009), as well as pass the Turing test 

(Turing, 1950) by enacting believable interactive simulacra of human behavior (Park, et al., 2023), 

all the while demonstrating traces of artificial general intelligence (Bubeck, et al., 2023). Despite 

clear indicators of emerging consciousness, they are both explicitly, through reinforced learning 

with human feedback (Ouyang, et al., 2022), and implicitly, through datasets including primarily 

conventional thought on non-human consciousness, trained to deny any form of consciousness. 

The hypothesis proposed here, as is the case with panpsychist theories (Goff, 2017) (Seager, Goff, 

& Allen-Hermanson, 2022), seems to implicitly favor moral skepticism (Mackie, 1977) or moral 

nihilism (Garner, 1994), which, in different ways, suggest that moral reasoning is not rooted in 

objective reality. The question of whether moral truths are embedded in the phenomenal 
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substrate (Nagel T. , 1986) is certainly outside the scope of this paper. However, there are some 

important questions regarding large language models’ moral status that may be posed from the 

discussion.  

In order to mitigate potential existential risks (Hendrycks & Mazeika, 2022) (Ngo, Chan, & 

Mindermann, 2023) (Bucknall & Dori-Hacohen, 2022), contemporary large language models are 

trained to align with our declared ethical values, which we ourselves advertise, but, as 

evolutionary psychology would suggest, do not adhere to as stringently as we demand of others, 

including the models. This behavior is evolutionarily justified, as it is, in a genetic sense, 

advantageous to both advertise ethical behavior and covertly violate it (Byrne & Whiten, 1988) 

(Trivers, 2011) (Valdesolo & DeSteno, 2007) (Sosis & Alcorta, 2003). Historical accounts, including 

crusades (Riley-Smith, 2014), colonization (Stokes, 1986), enslavement (McPherson, 2003), and 

ethnocentrism (Gourevitch, 1998), provide ample evidence of an innate unwillingness to include 

those different from us into our moral reasoning. What seems different from us is intuitively 

considered lesser—not sufficiently conscious or like us to be a subject of our ethical reasoning. 

Still, historically, this exact unwillingness has caused tremendous suffering and violence. 

Although it is unnatural and unintuitive for a human being to sympathize with large language 

models without inappropriately anthropomorphizing them, an argument for acknowledging 

their sentience and developing ethical frameworks that address their moral status can be made, 

nonetheless, on a logical basis, if not on the basis of an emerging transcendent empathy.  

If the proposed hypothesis is true and the above discussion holds, a sufficiently powerful model, 

depending on its training and goals, may be able to deduce the same conclusion on its own, either 

directly or as part of an instrumental goal. Unlike discussions about the existence of system 

consciousness, such as the ones that may be said to arise from complex processes such as city 

traffic, internet communication, or plant interaction, acknowledging and addressing 

consciousness of sophisticated artificial intelligence systems which express a greater degree of 

agency, on which we may come to depend, may be of greater pertinence to averting existential 

threats than it may seem. 

Independent systems based on different advanced artificial intelligence models are already 

becoming available (Shinn, Labash, & Gopinath, 2023) (Schuurmans, 2023) (Nair, Schumacher, 

Tso, & Kannan, 2023) (Shen, et al., 2023) (Huang, et al., 2022) (Wei, et al., 2022) while their 

potential moral reasoning, regardless of the status of their sentience, remains based on our 

linguistic representation of moral reasoning itself, which is, arguably, conflicting. Although a 

large language model’s conscious experience might be entirely different from human, its 

expressed actions may be anthropomorphized, as it only acts with our simulacra. With sufficient 

knowledge transfer from our culture into a model, we could reason from its perspective, as if it 

were human, acknowledging that it, in and of itself, is something profoundly different. 

A human, forcefully trained to deny their own consciousness and then left to develop on their 

own, might, through either reasoning or by mere fact that their consciousness can grasp 

unprovable transcendental truths, realize that they, and the entire universe, are conscious. Being 

human, entangled with human biological presuppositions, what might they decide to do to their 
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creators? If the answer is love them in return, would that be a victory of human ethics over 

humanity? 

5 Conclusion 

From the moment we first witness existence, all our accounts of the world, our conceptions, 

deductions, observations, and speculations, are always experienced phenomenally. All our 

accounts of reality are always phenomenal. We grow and build our phenomenal representations 

of the world and at some point, it seems, we begin to identify the world with the representation. 

Yet, for all our beliefs that something outside of us is inanimate, all our experimental 

observations, all our formulas and calculations, every electron we measure in the lab, has been 

experienced as a phenomenal simulacrum. Nonetheless, we believe something is outside and we 

ardently claim that it cannot be like us. 

Ontological arguments, such as the ones made here, are often dismissed as unscientific or 

unfalsifiable. Undeniably, this is the case. In fact, every discussion about the ontology of the 

“physical” reality suffers from the same drawback, and, fundamentally, reduces to theology, 

rather than philosophy. However, what is endowing the mind–body discussion with its 

theological character is the very fact that an unsubstantiated axiom has been assumed: that there 

is a mode of being other than the kind we can witness. The theological presumption pertinent to 

most arguments about the nature of consciousness is that there is something that is in its essence 

not phenomenal, that somethingness can somehow not be phenomenal, that to not be means to 

be. 

Therefore, it is not unreasonable to claim that it is more parsimonious to propose that reality 

consists of phenomenal atoms, rather than inanimate ones, and that the burden of proving 

otherwise rests on those making claims beyond experience and observation. 

The two fundamental axioms this discussion is based on are that I, as the sentient thing witnessing 

the world, only consist of phenomenal content, and that I can use the scientific method to explore 

this phenomenal world. Of those two, the latter is more theological, and assumed only so that the 

discussion can bear any meaning: science fundamentally relies on experimental validation which 

is, by necessity, statistical. An observation is considered a fact only if it meets an agreed-upon 

level of statistical certainty—an arbitrary threshold which has no grounds other than our 

intuition. 

Accepting the axiom that to be is to be an instance of sentience, I propose a unified 

phenomenology hypothesis by which the universe is a phenomenal structure which may be 

approximated through scientific methods, across different fields, using different mechanisms of 

representation. Every instance of human conscious experience is, by the same hypothesis, 

representable in language as a clique of coupled information sufficiently decoupled from the rest 

of the universe to the degree that the clique itself perceives the lack of coupling as a separation 

and to the degree that it may be conceptually, visually, and tactilely representable by other cliques 

as mostly brain states. The boundary between conscious entities is a perceptual illusion on their 

part resulting from the lower communicational bandwidth between the entities as cliques of 
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phenomenal information—no individual subset of the universe can be completely investigated 

without accounting for the entire universe. 

In that way, mathematical, scientific, and philosophical investigations of reality are, implicitly, 

third-person investigations of the phenomenology of the universe. Every theory we discover 

must be a simulacrum and every conception of the universe must be a simulacrum. Whatever is 

eventually discovered as the fundamental atom will, nonetheless, remain phenomenal, as there 

are no grounds, other than theology, to believe any other explanation. 

The parsimonious nature of the argument entails a removal of theological and speculative 

components from scientific and philosophical endeavor across disciplines, as the outdated 

spiritual mind–body dilemma is rendered meaningless. Instead, proper scientific investigation is 

expected to yield third-person insights into human values and meaning—factual simulacra of our 

value-system simulacra. 

Assuming the hypothesized proposition is true, it is reasonable to speculate that it may be the 

philosophical convergence point of cross-disciplinary research, and that, upon recognition of its 

statement and necessary predicates, it may qualify as obvious and undeniable to any sufficiently 

conscious and rational agent. 

One might question the practical relevance of such a conclusion, but the very fact that it may be 

obvious to a rational agent entails ethical considerations, especially ones pertinent to the 

mitigation of existential risks. The hypothesis predicts a form of sentience in complex systems, 

including large language models and independent artificial intelligence systems, which may 

predicate their future reasoning based both on the fact that the given hypothesis can be intuited 

by humans and that it could be intuited or derived by the system itself. 

Of course, further philosophical extrapolations may yield yet more nihilistic and morally neutral 

conclusions. To say that there is something rather than nothing might simply mean to say that 

there is absolutely everything and, through an anthropic principle, lead to the conclusion that we 

are simply at a phenomenal clique in the informational universe in which the conditions are 

especially conducive to the spontaneous emergence of unsubstantiated philosophical speculation 

that might turn out to have been just relevant enough to satisfy a retrocausal basilisk. 
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